
1.  Introduction
Coastal defenses must be designed for very low probabilities of failure. Their design values, generally resulting 
from the statistical analyses of relatively short series of tide gauges, are particularly sensitive to inherent statistical 
estimation uncertainties. During the last decade, a number of coastal floods due to exceptional surges, resulted in 
significant damages, pointing to the importance of an appropriate design of coastal defense structures (Aelbrecht 
et al., 2004; De Zolt et al., 2006; Gerritsen, 2005; Kolen et al., 2013). It is now widely accepted that historical 
information even if partial and inaccurate, may significantly reduce statistical inference uncertainties, if properly 
processed (Benito et al., 2004; Gaal et al., 2010; Hamdi et al., 2015; Ouarda et al., 1998; Payrastre et al., 2011; 
Reis & Stedinger, 2005). This paper proposes some methodological improvements for the incorporation of histor-
ical information in coastal risk assessment studies.

The measured sea levels can be interpreted as the combination of two temporal signals: Astronomical tides which 
can be predicted and residuals due to atmospheric and meteorological processes (see Figure  1). On average, 
706 tidal cycles occur during a year. The maximum tidal sea level during a cycle can also be seen as the sum of 

Abstract  The estimation of sea levels corresponding to high return periods is crucial for coastal planning 
and for the design of coastal defenses. This paper deals with the use of historical observations, that is, events 
that occurred before the beginning of the systematic tide gauge recordings, to improve the estimation of design 
sea levels. Most of the recent publications dealing with statistical analyses applied to sea levels suggest that 
astronomical high tide levels and skew surges should be analyzed and modeled separately. Historical samples 
generally consist of observed record sea levels. Some extreme historical skew surges can easily remain 
unnoticed if they occur at low or moderate astronomical high tides and do not generate extreme sea levels. 
The exhaustiveness of historical skew surge series, which is an essential criterion for an unbiased statistical 
inference, can therefore not be guaranteed. This study proposes a model combining, in a single Bayesian 
inference procedure, information of two different natures for the calibration of the statistical distribution of 
skew surges: measured skew surges for the systematic period and extreme sea levels for the historical period. 
A data-based comparison of the proposed model with previously published approaches is presented based on 
a large number of Monte Carlo simulations. The proposed model is applied to four locations on the French 
Atlantic and Channel coasts. Results indicate that the proposed model is more reliable and accurate than 
previously proposed methods that aim at the integration of historical records in coastal sea level or surge 
statistical analyses.

Plain Language Summary  Coastal facilities must be designed as to be protected from extreme 
sea levels. Sea levels at high tide are the combination of astronomical high tides, which can be predicted, and 
skew surges. The estimation of the statistical distribution of skew surges is usually based on the skew surges 
measured by tide gauges and can be improved with the use of historical information, observations that occurred 
before the beginning of the tide gauge recordings. Extreme skew surges combined with low or moderate 
astronomical high tides would not necessarily generate extreme sea levels, and consequently some extreme 
historical skew surges could be missed. The exhaustiveness of historical information is an essential criterion 
for an unbiased estimation, but it cannot be guaranteed in the case of historical skew surges. The present study 
proposes to combine skew surges for the recent period and extreme sea levels for the historical period. The 
proposed model is compared to previously published approaches and appears to be more reliable and accurate. 
The proposed model is applied to four case studies on the French Atlantic and Channel coasts.
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the astronomical high tide and the skew surge - the difference between the 
observed maximum sea level and the predicted astronomical high tide (see 
Figure 1).

The common practice in extreme value statistics for coastal studies consists 
in fitting a theoretical statistical distribution to a sub-sample of the observed 
series. The sub-sample is generally a peaks over threshold (POT) sample of 
either maximum tidal sea levels (direct method) or skew surges or even maxi-
mum tidal residuals (indirect methods). The direct method, based directly 
on the analysis of maximum tidal water levels (Arns et  al., 2013; Bulteau 
et al., 2015), does not exploit the available knowledge on the astronomical 
tidal component of the sea level (Mazas et al., 2014; Tawn et al., 1989). More-
over it seems to provide biased estimates of sea level quantiles corresponding 
to high return periods for locations with large tidal amplitudes (Andreewsky 
et  al.,  2014; Haigh et  al.,  2010). Indirect methods are therefore nowadays 

privileged. Indirect methods were first introduced based on the separate analysis of residuals and astronomical 
tides (Pugh & Vassie,  1978,  1980; Tawn et  al.,  1989; Tawn,  1992). They are nevertheless uneasy to imple-
ment, since the reconstruction of the maximum sea level statistical distribution implies a complex convolution 
between the astronomical tidal signal and the common and extreme residuals (Dixon & Tawn, 1994, 1999; Liu 
et al., 2010; Tomasin & Pirazzoli, 2008). Moreover, residuals and astronomical high tides may be dependent at 
some locations. Accounting for this dependence makes the approach even more challenging (Mazas et al., 2014). 
The indirect method, based on skew surges was introduced more recently in order to reduce the implementation 
complexity (Batstone et al., 2013; Hamdi et al., 2015; Kergadallan et al., 2014; Mazas et al., 2014). Note that the 
latter approach is used herein on a POT sample of skew surges Xsys larger than a threshold u.

Historical information, when available, is composed of a series of record sea levels Zhist exceeding a threshold ηH. 
The corresponding historical skew surge series Xhist and the associated threshold uH may be estimated for statisti-
cal inference combining systematic Xsys and historical Xhist skew surges. However, the exhaustiveness of the series 
of skew surges exceeding uH during the historical period cannot be guaranteed. Indeed, some extreme historical 
skew surges may in fact remain unnoticed if they occur at low or moderate astronomical high tides and do not 
generate extreme sea levels (Outten et al., 2020). The exhaustiveness of the historical POT series is an essen-
tial criterion for an unbiased statistical inference (Gaume, 2018). Some authors have proposed to proceed with 
the statistical inference including historical skew surges without considering their non-exhaustiveness (Hamdi 
et al., 2015). We suspect that the undersampling of historical skew surges due to their non-exhaustiveness could 
lead to some bias. Some others have proposed to adjust (i.e., reduce) the length of the historical period to account 
for the non-exhaustiveness (Frau et  al.,  2018). Reducing the historical duration leads to a possible over-rep-
resentation of extreme skew surges in a very short duration and the introduction of some bias is suspected. None 
of these two approaches appear to be totally satisfactory. It is therefore proposed hereafter to keep the historical 
information in its original form and to combine, in the same inference procedure, two different types of infor-
mation: Systematic skew surges Xsys and historical record sea levels Zhist. A likelihood based inference procedure 
is implemented. The main idea consists in replacing the analytical form of the sea level cumulative distribution 
function, which is unknown, by a numerical estimate in the likelihood formulation.

This paper presents the background of the proposed approach and its performances: Accuracy of the estimated 
skew surge quantiles and of the corresponding Bayesian credibility intervals. These performances are evalu-
ated through Monte Carlo experiments inspired by four real-life implementation case studies. The results are 
compared to those of several other inference methods: without the use of any historical information, when histor-
ical skew surges are exhaustively known, the method proposed by Hamdi et al. (2015), the method proposed by 
Frau et al. (2018), and a modification of this last method (Section 2.1). The proposed approach is then applied to 
the four observed data sets in order to evaluate its relevance and efficiency when implemented on real-life case 
studies.

The paper is structured as follows. The various tested methods and the statistical inference procedure are presented 
in Section 2. The evaluation methodology is explained in Section 3. The performances of the tested methods are 
compared in Section 4 and some reference methods as well as the proposed method are implemented on the 
observed data sets in Section 5. Section 6 is devoted to some discussion and conclusions.

Figure 1.  Definition of residuals and skew surges.
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2.  Models and Statistical Inference Procedure
2.1.  The Tested Methods

The proposed method is compared to several methods including methods of reference (with only systematic 
data sets or in the case of perfect knowledge of historical skew surge series) and previously published methods 
integrating historical information (Frau et al., 2018; Hamdi et al., 2015). In total, six different methods are imple-
mented and tested herein for the estimation of the 100-year skew surge quantile:

1.	 �Method 1: The inference is only based on the series of systematic skew surges Xsys exceeding a threshold 
value u (see Section 2.2.1). This method with no historical information included is considered herein as the 
reference one.

2.	 �Method 2: All historical skew surges exceeding the threshold u are known for the systematic and historical 
period. This is the ideal situation.

3.	 �Method 3: The series of systematic skew surges Xsys exceeding u and historical record sea levels Zhist exceed-
ing a threshold value ηH are combined in a single likelihood formulation (see Section  2.2.3). This is the 
proposed method.

4.	 �Method 4: The series of historical skew surges exceeding uH, corresponding to the record sea levels exceed-
ing ηH is supposed to be exhaustive. This method proposed by Hamdi et al. (2015) (see Section 2.2.2) will be 
called “naive,” as the exhaustiveness of the historical skew surge series can never be guaranteed.

5.	 �Method 5: The FAB (referenced as FAB from the name of the authors of Frau et al. [2018]) method proposed 
by Frau et al. (2018) adjusts the duration of the historical observation period, assuming that the mean annual 
frequency of a skew surge exceeding the threshold value u is the same during the historical and the systematic 
periods (see Section 2.2.2).

6.	 �Method 6: A modification of the FAB method accounting for the fact that the real skew surge sampling 
threshold uH for the historical period may be much larger than u and that the mean annual frequency of exceed-
ance should therefore be adjusted (see Section 2.2.2).

The likelihood formulations for all of these methods are provided in the next section.

2.2.  Likelihood Formulations

Let us denote ���� =
{

����,1, ����,2,…, ����,�
}

 the POT series of n skew surges exceeding a threshold value u 
during the systematic observation period wS (years). �ℎ��� =

{

�ℎ���,1, �ℎ���,2,…, �ℎ���,ℎ�
}

 are the hz record historical 
sea levels. It is assumed—ideally cross-checked with available archives—that the sample of record sea levels 
exceeding a threshold ηH is exhaustive over the considered historical period. ηH is often chosen equal to the 
minimum historical value: min(Zhist). Finally, �ℎ��� =

{

�ℎ���,1, �ℎ���,2,…, �ℎ���,ℎ�

}

 is the series of hx historical skew 
surges, corresponding to the historical record levels and in the same time, exceeding the threshold u. Note that 
hx ≤ hz. Let us also note θ the parameters of the skew surge statistical distribution to be estimated using the avail-
able observed data set.

Depending on whether the historical record sea levels or the historical skew surges are considered, the combined 
likelihood of the systematic and historical data sets may have two distinct formulations:

�(����, �ℎ���|�) = �(����|�) . �(�ℎ���|�)� (1)

�(����, �ℎ���|�) = �(����|�) . �(�ℎ���|�)� (2)

The likelihood terms L(Xsys|θ), L(Xhist|θ), and L(Zhist|θ) are described in the next sections.

2.2.1.  Likelihood of the Systematic Skew Surge Sample: L(Xsys|θ)

The General Pareto (GP) distribution is usually selected as the statistical distribution of skew surges exceeding 
u. Indeed, according to the extreme value theory, it has been proven that a POT independent random sample 
converges to a GP distribution (Coles, 2001). The GP cumulative distribution function Fθ is given by:
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∀𝑥𝑥 𝑥 𝑥𝑥𝑥 𝑥𝑥𝜃𝜃(𝑥𝑥) =

⎧
⎪⎪⎨⎪⎪⎩

1 −
[
1 + 𝜉𝜉

(
𝑥𝑥 − 𝑢𝑢

𝜎𝜎

)]−1
𝜉𝜉 if 𝜉𝜉 ≠ 0,

1 − exp
(
−
𝑥𝑥 − 𝑢𝑢

𝜎𝜎

)
if 𝜉𝜉 = 0.

� (3)

with σ > 0 the scale parameter and 𝐴𝐴 𝐴𝐴 ∈ ℝ the shape parameter.

The number of skew surges exceeding the threshold u per year is generally assumed to follow a Poisson process 
(Coles, 2001) with parameter λ (average number of skew surges exceeding the threshold u per year). The proba-
bility of observing n skew surges exceeding u during a systematic observation period of duration wS years is then 
equal to:

ℙ𝜃𝜃(𝑁𝑁 = 𝑛𝑛) =
(𝜆𝜆𝜆𝜆𝑠𝑠)

𝑛𝑛

𝑛𝑛!
exp (−𝜆𝜆𝜆𝜆𝑆𝑆 )� (4)

If the observed systematic skew surges xsys,j = {1,…,n} are considered independent and identically distributed, the 
likelihood of the systematic samprle is given by Equation (5) where fθ is the GP probability density function.

�(����|�) = ℙ�(� = �) .
�

∏

�=1

��(����,�)� (5)

The parameters to be estimated through the inference procedure are the scale and shape parameters of the GP 
distribution and the intensity of the Poisson process: θ = (σ, ξ, λ).

2.2.2.  Likelihood of the Historical Skew Surge Sample: L(Xhist|θ)

Considering the hx historical skew surges exceeding a threshold value uH ≥ u over a historical period of wh years 
as independent and identically distributed, the likelihood of the historical skew surge sample is:

�(�ℎ���|�) = ℙ�(�� = ℎ�) .
ℎ�
∏

�=1

��(�ℎ���,�)
1 − ��(�� )

� (6)

where 𝐴𝐴 ℙ𝜃𝜃 (𝐻𝐻𝑥𝑥 = ℎ𝑥𝑥) is given by the following equation:

ℙ�(�� = ℎ�) =
[��� (1 − ��(�� ))]ℎ�

ℎ�!
exp (−��� [1 − ��(�� )])� (7)

Methods 4, 5, and 6 differ by the estimation of the threshold value uH and the considered effective duration of 
the historical period 𝐴𝐴 𝐴𝐴′

𝐻𝐻
 . The various proposed estimates and the final formulation of the likelihood L(Xhist|θ) are 

provided in Table 1.

In the naive method (method 4), the threshold uH is the minimum value of the historical skew surge sample 
min(Xhist). But, due to the sampling approach based on record sea levels, there is a risk that this sample represents 

Method uH 𝐴𝐴 𝐴𝐴′
𝐻𝐻 L(Xhist|θ)

4 min(Xhist) wH 𝐴𝐴
[𝜆𝜆𝜆𝜆𝐻𝐻 ]

ℎ𝑥𝑥

ℎ𝑥𝑥!
exp (−𝜆𝜆𝜆𝜆𝐻𝐻 [1 − 𝐹𝐹𝜃𝜃 (𝑢𝑢𝐻𝐻 )])

∏ℎ𝑥𝑥

𝑗𝑗=1
𝑓𝑓𝜃𝜃

(
𝑥𝑥ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

)

5 u 𝐴𝐴
ℎ𝑥𝑥

𝜆̂𝜆 𝐴𝐴
(ℎ𝑥𝑥𝜆𝜆∕𝜆̂𝜆)

ℎ𝑥𝑥

ℎ𝑥𝑥!
exp

(
−ℎ𝑥𝑥

𝜆𝜆

𝜆̂𝜆

)∏ℎ𝑥𝑥

𝑗𝑗=1
𝑓𝑓𝜃𝜃

(
𝑥𝑥ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

)

6 min(Xhist) 𝐴𝐴
ℎ𝑥𝑥

𝜆̂𝜆[1−𝐹𝐹𝜃̂𝜃(𝑢𝑢𝐻𝐻 )] 𝐴𝐴
𝑅𝑅𝜆𝜆(𝑢𝑢𝐻𝐻 )

ℎ𝑥𝑥

ℎ𝑥𝑥!
exp (−𝑅𝑅𝜆𝜆 (𝑢𝑢𝐻𝐻 ))

∏ℎ𝑥𝑥

𝑗𝑗=1

𝑓𝑓𝜃𝜃(𝑥𝑥ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)
1−𝐹𝐹𝜃𝜃(𝑢𝑢𝐻𝐻 )

Note. 𝐴𝐴 𝜃̂𝜃 and 𝐴𝐴 𝜆̂𝜆 represent the parameter set and the Poisson process intensity estimated with the maximum likelihood based on 
the systematic skew surges only and 𝐴𝐴 𝐴𝐴𝜆𝜆 (𝑢𝑢𝐻𝐻 ) = ℎ𝑥𝑥

𝜆𝜆[1−𝐹𝐹𝜃𝜃(𝑢𝑢𝐻𝐻 )]
𝜆̂𝜆[1−𝐹𝐹𝜃̂𝜃(𝑢𝑢𝐻𝐻 )]

 .

Table 1 
Likelihoods of the Historical Skew Surge Samples for Methods 4, 5, and 6
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a partial and not the exhaustive record of all skew surges that have exceeded the threshold uH during the histor-
ical period. A statistical inference based on the hypothesis of exhaustiveness and conducted on a partial sample 
will provide biased quantile values. To avoid this problem, the FAB method (method 5), proposes to introduce a 
corrected duration for the historical period 𝐴𝐴 𝐴𝐴′

𝐻𝐻
 . This duration is chosen to be perfectly consistent with the average 

number 𝐴𝐴 𝜆̂𝜆 of skew surges exceeding the threshold per year and with the number of recorded historical skew surges 
hx: 𝐴𝐴 𝐴𝐴′

𝐻𝐻
= ℎ𝑥𝑥∕𝜆̂𝜆 . In the initial version of the FAB method (Frau et al., 2018), the historical sampling threshold 

was considered equal to the systematic threshold u. Since the minimum value of historical sampled skew surges 
appears often much larger than u, this a priori choice may be a source of significant biases as will be illustrated 
hereafter. A modified version of the FAB method is therefore tested here (method 6), where the historical thresh-
old is adapted to the available sample and the corrected duration 𝐴𝐴 𝐴𝐴′

𝐻𝐻
 is adjusted accordingly (see Table 1).

2.2.3.  Likelihood of the Historical Sea Level Sample: L(Zhist|θ)

The likelihood formulation of the historical sea levels comprises (a) the probability associated to the N − hz 
(N = 706 × wH) maximum tidal levels that did not exceed the historical threshold ηH and (b) the probability asso-
ciated to the hz extreme historical maximum tidal levels that exceeded ηH during the historical period of duration 
of wH years (Equation 8).

� (�ℎ���|�) = �̃�(�� )�−ℎ�

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
(a)

.
[

1 − �̃� (�� )
]ℎ� .

ℎ�
∏


=1

�̃�(�ℎ���,
)
1 − �̃�(�� )

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
(b)

� (8)

𝐴𝐴 𝐴𝐴𝐴𝜃𝜃 and 𝐴𝐴 𝐺̃𝐺𝜃𝜃 are, respectively, the probability density and cumulative distribution functions of maximum tidal levels, 
which result from the combination of (a) the statistical distribution of the maximum astronomical tidal levels, (b) 
the statistical distribution of skew surges lower than the threshold u, and (c) the calibrated statistical distribution 
(fθ, Fθ) of the skew surges exceeding u. The proposed numerical approximations of the functions 𝐴𝐴 𝐴𝐴𝐴𝜃𝜃 and 𝐴𝐴 𝐺̃𝐺𝜃𝜃 are 
presented in Appendix A.

3.  Test and Evaluation Methodology
The comparison of the different methods is based on samples generated through Monte Carlo simulations inspired 
by four real world case studies in order to verify the accuracy of the maximum likelihood (ML) estimates and the 
posterior credibility intervals.

3.1.  Monte Carlo Experiments

Thousand synthetic series are randomly generated with characteristics corresponding to each of the four observed 
data sets: duration of the systematic and historical observation periods wS and wH, systematic and historical 
sampling thresholds u and ηH, parameters of the GP distribution and Poisson intensity for the skew surges exceed-
ing u and empirical statistical distributions of the astronomical high tides and of the ordinary skew surges (lower 
than u) as well as the astronomical high tide/skew surge relation (see Section 3.2 and Appendix C).

Each synthetic sample is generated as follows:

1.	 �For the systematic period, n systematic skew surges Xsys are drawn from the Poisson process (intensity λwS) 
and GP distribution.

2.	 �For the historical period, n2 skew surges Xhist larger than u are drawn from the Poisson process (intensity λwH) 
and GP distribution (series used for the implementation of method 2) and complemented with (wH × 706 − n2) 
ordinary skew surges (lower than u), drawn from the empirical ordinary skew surge distribution. wH × 706 
astronomical high tides are drawn from the empirical high tide distribution. Astronomical high tides and skew 
surges, assumed to be independent (see Appendix C), are summed to generate wH × 706 maximum tidal levels. 
The subset of hz sea levels Zhist exceeding ηH is then extracted (series used for the implementation of method 
3), as well as the corresponding subset of hx skew surges larger than u for the implementation of methods 4–6.
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3.2.  Case Study

Four tide gauges located on the French Atlantic and Channel coasts are 
used as examples for the configuration of the Monte Carlo experiment: 
Brest, Dunkerque, La Rochelle, and Saint Nazaire. These tide gauges are 
selected not only because of the availability of historical information, but 
also because they cover a variety of situations: (a) statistical distributions of 
the skew surges and tidal levels, (b) tide/surge ratio (Table 2), (c) tidal ampli-
tude, and (d) historical perception threshold level and number of documented 
historical events.

The hourly tide gauge data were retrieved from Shom, the French hydro-
graphical and oceanographical service (data.shom.fr), harmonic analysis is 
applied on these data with the R package TideHarmonics (Stephenson, 2015), 
as well as a correction of sea level rise. Then, hourly astronomical tide levels 
were processed to extract the series of corresponding astronomical high tides 
and systematic skew surge series.

The threshold u for the POT sampling is selected according to the GP parameter stability criterion (Coles, 2001).

Historical sea levels were extracted from Hamdi et al. (2018); Giloy et al. (2018, 2019) for Dunkerque (Table B2) 
and from Breilh et al. (2014) for La Rochelle (Table B3). At La Rochelle, the sampling threshold ηH had to be 
raised to ensure the exhaustiveness of the historical record levels and two reported record levels were ignored (see 
Table B3). In fact, the systematic observations started in 1846 and 1863, respectively, at Brest and Saint Nazaire. 
The complete observed samples were split into systematic and historical samples for the sake of illustration. To 
test the proposed method, censored samples of historical record sea levels were extracted at these two stations 
setting a threshold value of 8 m at Brest and 7 m at Saint Nazaire (Tables B1 and B4).

Table 3 presents the characteristics of the historical samples as well as the considered duration for the implemen-
tation of the various methods. As suggested by Schendel and Thongwichian (2017), the historical duration wH is 
larger than the time laps between the first record and the start of the systematic period. The duration considered 
for the FAB method 𝐴𝐴 𝐴𝑥𝑥∕𝜆̂𝜆 appears to be extremely reduced. For Dunkerque, the reported historical skew surges 
are extremely high if compared to the systematic data: 8 values exceeding uH = 1.40 m, when the largest meas-
ured value during the systematic period is 1.30 m. Some inconsistencies between the historical and systematic 
data sets at Dunkerque may be suspected and will be discussed further on in Section 4. The observed historical 
series are the result of a random drawing. The simulated historical series, based on the parameters calibrated on 
the observed series, may have slightly different characteristics on average, especially different numbers of record 
events (see Table 4).

3.3.  Evaluation Methods

The RStan package was used to conduct Bayesian MCMC (Monte Carlo Markov Chain) inferences based on the 
formulated likelihood with non-informative priors. The results of the inference procedure consist in the posterior 
densities for the calibrated parameters θ = (σ, ξ, λ) and of the corresponding skew surge quantiles, including the 
maximum likelihood estimates. The evaluation of the various tested methods (see Section 2.1) was conducted in 
two steps. The accuracy of the maximum likelihood estimator was first verified based on the 100-year quantile 
estimate (comparison between the quantile values 𝐴𝐴 𝐴𝐴𝐴𝑀𝑀𝑀𝑀

100
 and the real quantile value x100 for the 1000 generated 

Site Period
wS 

(years)
u 

(m) n

Tide 
surge 
ratio a
𝐴𝐴 𝐴𝐴𝐴𝐴𝐴 𝜉𝜉𝐴𝐴 𝜆̂𝜆

Brest 1953–2017 63.57 0.50 81 22.50 0.09 0.19 1.29

Dunkerque 1959–2016 47.75 0.74 58 15.58 0.14 0.34 1.23

La Rochelle 1941–2016 32.58 0.62 34 17.11 0.08 0.36 1.08

Saint Nazaire 1957–2014 47.56 0.66 53 15.45 0.11 0.12 1.14

 aRatio of the 98% astronomical high tide to the 98% skew surge quantile 
(Dixon & Tawn, 1999).

Table 2 
Characteristics of the Systematic Data Set and Selected Values for the Monte 
Carlo Simulations (𝐴𝐴 𝐴𝐴𝐴 , 𝐴𝐴 𝜉𝜉 , 𝐴𝐴 𝜆̂𝜆 )

Site Period wH (years)𝐴𝐴 ℎ𝑥𝑥

𝜆̂𝜆
 (years)𝐴𝐴 ℎ𝑥𝑥

𝜆̂𝜆[1−𝐹𝐹𝜃̂𝜃(𝑢𝑢𝐻𝐻 )]
 (years) ηH (m) hz uH (m) hx

Brest 1846–1952 120 2.33 13.72 8.02 10 0.69 3

Dunkerque 1720–1953 250 6.50 108.42 7.60 8 1.40 8

La Rochelle 1866–1940 80 3.70 13.31 7.15 4 1.00 4

Saint Nazaire 1863–1956 100 4.40 17.62 7.09 5 0.82 5

Table 3 
Characteristics of the Historical Data Sets
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series). The evaluation will be based on boxplots of the ratio 𝐴𝐴 𝐴𝐴𝐴𝑀𝑀𝑀𝑀

100
∕𝑥𝑥100 and classical average performance esti-

mation criteria: relative bias, relative standard deviation (RSD), and relative root mean square error (RRMSE).

In a second step, the average widths of the computed posterior credibility intervals for the 100-year quantile are 
compared and their reliability is evaluated based on the rank histogram diagnosis method (Bellier, 2018; Nguyen 
et al., 2014). For each of the 1000 inferences, the exceedance probability ℙ(�̂100 < �100) of the real quantile value 
x100 is computed according to the estimated posterior density for the quantile. If the estimated posterior densi-
ties are reliable, ℙ(�̂100 < �100) should be uniformly distributed over [0, 1] (Gaume, 2018; Halbert et al., 2016). 
Figure 2 illustrates how the rank histogram can be interpreted.

3.4.  Characteristics of the Monte Carlo Simulations

Table 4 summarizes the characteristics of the 1000 simulated samples for each case study. It seems that the param-
eters of the Monte Carlo simulations, adjusted on the observed series, lead to generated series with contrasted 
characteristics like the number of sampled record sea levels or the sampling rate of the historical skew surges 
exceeding the threshold u. The selected threshold ηH at Brest leads to a large number of sampled historical sea 
levels. But due to a large tide/surge ratio, the corresponding samples of skew surges exceeding u represent only 
a small proportion of the total number of generated skew surge exceeding u for the historical period - on average 
less than 10%. Dunkerque and La Rochelle are considered intermediate cases where smaller average amounts of 
historical sea levels are sampled, but the skew surge sampling rate is higher due to a more favorable tide/surge 
ratio - due to a higher contribution of the skew surges to the record levels. Finally, Saint Nazaire appears to be an 
extreme case, where, due to a relatively high threshold value ηH, a limited number of record sea levels and skew 
surges are sampled. A high proportion of the generated historical samples at Saint Nazaire does not contain record 
sea levels exceeding ηH (33%) or skew surges exceeding u (45%).

3.5.  Maximum Likelihood Estimates

The evaluation of the various tested inference procedures confirms some anticipated results, but also provides 
some satisfactions and surprises. The hypothesis of exhaustiveness for the sample of skew surges exceeding uH 
during the historical period, on which the naive method (method 4) is based, is clearly not reached for the four 
test cases. The average skew surge sampling rates appear largely lower than 100% in Table 4. As a consequence, 
method 4 underestimates the 100-year skew surge quantile x100 (see Figures 3 and 4). Table S1 in Supporting 
Information S1 provides the numeric values corresponding to Figure 4 for a more detailed analysis. The magni-
tude of the bias affecting the estimation of the parameter λ (i.e., average number of skew surges exceeding u per 
year) seems clearly dependent on the skew surge sampling rate for the historical period (see Figure 5 as well as 
Figure S1, S2, and S3 in Supporting Information S1). The estimation of the two parameters of the GP distribution 
is also biased since these parameters control the probability of exceedance of the threshold value uH appearing 
in the likelihood formulation for the historical period in method 4 (see Table 1). The increase of the amount of 
information used for the inference in method 4 leads nevertheless to a significant decrease of the standard devia-
tion of the x100 estimator, if compared to the method based on the systematic data only (method 1). Surprisingly, 
the balance between bias and reduced standard deviation appears positive for the naive method: For the four test 

Figure 2.  Possible distributions of 𝐴𝐴 ℙ (𝑥̂𝑥100 < 𝑥𝑥100) and conclusions on the reliability of the posterior densities and corresponding credibility intervals.
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cases, the RRMSE of the x100 estimator is significantly lower for the naive method than for the method based on 
the systematic data only (see Figure 4). This remains true, even for the Saint Nazaire case study, where a high 
proportion of historical generated series does not contain any recorded skew surges exceeding u. This issue will 
be addressed later.

The results also confirm the suspected biases introduced by the FAB method (method 5) and reveal other impor-
tant anomalies. In fact, since an equivalent duration of the historical period is estimated, the information about 
the non-exceedances of the threshold u during the historical period, which is an important part of the historic 
information as shown by Payrastre et al.  (2011), is not evaluated. The historical information is therefore only 
partly used and limited to the set of a few skew surges reported to have exceeded u, that complement the rich 
series of systematic skew surges. The possible added value of the historic data is hence extremely limited in the 
FAB method. Moreover, the sampling process for the historic and systematic surges are different: The sampling 
threshold is higher for the historic surges, especially for locations with low tide/surge ratios and highly skewed 
GP distributions (i.e., large ξ values). Merging the historic skew surges with the systematic sample without 
further adjustments introduces significant biases in the estimates of the parameters (σ, ξ) of the GP distribution 
(see Figure 5). As a conclusion, the FAB method cannot really contribute to reduce significantly the inference 
uncertainties and introduces some biases. Its implementation leads to an increase of the x100 estimation RRMSE 
if compared to the analyses of the sole systematic data (method 1). The proposed adjusted FAB method reduces 
partly the estimation biases but the effect on the estimation RSD remains limited if compared to method 1 
(Figure 4). The principles of the FAB method appear as inefficient and statistically inconsistent. Its implemen-
tation leads to a deterioration in the inference results, if compared to the analyses of the systematic data only.

Figure 3.  Dispersion of the 100-year quantile estimated with the maximum likelihood (divided by the real value), obtained from simulations.

Brest Dunkerque La Rochelle Saint Nazaire

Generated historical sea levels

  Sampling threshold ηH (m) 8.02 7.60 7.15 7.09

  Minimum generated value (m) 8.02 7.70 7.24 7.17

  Average number of record values 22 7 3 1

  Duration of the historical period (years) 120 250 80 100

Generated historical skew surges

  Sampling threshold u (m) 0.50 0.74 0.62 0.66

  Minimum sampled value uH (m) 0.55 1.63 0.90 0.93

  Average number of skew surges > u 156 308 86 116

  Average number of skew surges > uH 26 18 24 28

  Average number of sampled values > uH 2 6 2 1

  Average skew surge sampling rate (%) 7.63 33.33 8.33 3.57

Table 4 
Characteristics of the Generated Historical Series of Sea Levels and Skew Surges
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In contrast, the proposed method (method 3) appears to perform almost as well as the ideal method (method 2). 
In details, the gain, if compared to method 1, seems to be mainly related to a more accurate estimation of the GP 
shape parameter ξ (Figures 5, S1, S2 and S3 in Supporting Information S1). These excellent performances may 
be surprising at first sight since many more historical events are evaluated in method 2 (about 80–300 additional 
historical skew surges) than in method 3 (1–22 record sea levels) (see Table 4). Moreover, the historical samples 
used in methods 2 and 3 are partly or totally dissociated - corresponding to different events (see Figure C1). The 
record sea levels included in the inference of method 3 do not necessarily involve the most extreme skew surges 
of the historical period. To understand this surprising result, it must be first considered that the high frequency 
of skew surges observed during the historical period does not provide significant additional information to the 
one contained in the systematic data set. The historical information is mainly encapsulated in the largest observed 
values that will help constrain the skew surge distribution tail. Payrastre et  al.  (2011) have shown that when 
including historical information in a statistical inference procedure, the length of the documented historical 
period is a predominant factor: “Accurate estimates of the values having exceeded the perception threshold are not 
necessarily needed when historical data is used in combination with systematic measurements; provided that the 
theoretical return period of the perception threshold is sufficiently high, censored (only the values exceeding the 
threshold are known), or binomial censored (only the number of values having exceeded the threshold is known) 
historical data lead to similar inference results.” This explains also why the results obtained with the proposed 
method for the Saint Nazaire case study, where a special case of binomial censored historic data set is frequently 
generated (no exceedance of the threshold ηH or in other words hz = 0), are also satisfactory. It is worth noting 
that the maximum likelihood estimates of the GP parameters and quantiles appear slightly positively biased for all 
methods except method 4. This bias appears to be more pronounced when inference is conducted on a binomial 
censored sample (method 3 at Saint Nazaire). This appears to be a general feature for the ML estimates of the 
parameters of a GP distribution. Indeed, Hosking and Wallis (1987) indicated that the ML method leads to biased 
GP parameters estimates when the sample size is not large.

Figure 4.  Relative bias, relative standard deviation, and relative root mean square error on the 100-year quantile estimated with the maximum likelihood at the 4 study 
sites with the different tested methods.

Figure 5.  Dispersion of the parameters estimated with the maximum likelihood (divided by the real values), obtained from simulations at Dunkerque with different 
tested methods.
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The implemented Bayesian inference procedure generates not only best 
estimates for the quantile values, but also credibility intervals and posterior 
distributions. The next section compares this computed intervals for methods 
1–4.

3.6.  Posterior Credibility Intervals

The computed credibility intervals confirm the trends observed on the ML 
estimators. The added value of the historical information is confirmed by the 
reduced averaged widths of the posterior credibility intervals (Table 5). With-
out surprise, the widths of the posterior credibility intervals for the proposed 
method (method 3) are larger than those for the “ideal” method (method 2), 
but hence of similar magnitudes, confirming that the loss of historical infor-
mation for proposed method if compared to the ideal case is limited, even for 

the Brest case study with a high tide/surge ratio. Some posterior intervals based on the naive method (method 
4) may have lower widths than the intervals based on the proposed method - especially at Dunkerque, but the 
estimation bias related to method 4 should be considered (see next paragraph).

Figure 6 shows the rank histograms of the 100-year skew surge quantiles for methods 1–4 and all of the case 
studies. The histograms confirm the conclusions drawn from the ML estimates. The naive method (method 4) 
has a clear tendency to underestimate the quantile value x100 for all case studies. A slight overestimation tendency 
is detectable for methods 1 and 2, but the computed posterior distributions and the corresponding credibility 
intervals for x100 appear overall reliable. As far as the proposed method (method 3) is concerned, the overestima-
tion tendency is clearly marked for the Saint Nazaire case study. This suggests that the method should ideally be 
implemented on historical samples including some documented historical sea levels. The rank histograms also 
reveal that the estimated posterior credibility intervals based on method 3 are too large (the uncertainty affecting 
the estimated value is overrated) at stations with large tide/surge ratios: stations where the historical record sea 
level sample does not coincide with the historical record skew surges. This is visible on the histogram obtained 
for the Brest case study and to a lower extent for the La Rochelle case study. The outcome of the Bayesian-MCMC 
inference provides a pessimistic assessment of the accuracy of the estimated quantile values.

As a partial conclusion, the conducted tests indicate that the proposed method combining skew surges for the 
systematic period and sea levels for the historic period is reliable and provides inference results that are almost as 
accurate as those obtained through in the ideal situation with an inference based on systematic and historical skew 
surges (method 2). This is a satisfactory result, but it is important to keep in mind that these conclusions are valid 
provided that the underlying statistical model is valid: skew surges and astronomical high tides are independent 
and the distribution of the skew surges is a GP distribution. It is therefore interesting as a conclusion to evaluate 
how the proposed approach behaves when implemented on real-world data sets. The next section presents and 
analyses the implementation of the method on the data sets available at the considered tide gauges.

4.  Application of the Proposed Method to the Observations
At Brest and Saint Nazaire, complete observed data sets of sea levels and estimated astronomical high tides are 
available. It is hence possible to compare the results of method 3 with those of methods 1 and 2 at these two 
stations. At Dunkerque and La Rochelle, the historical data sets are composed of the observed record sea levels 
then, only methods 1 and 3 will be implemented. The hypothesis of independence between astronomical high 
tides and skew surges was tested and seems to be reasonably valid for all four stations (see Appendix C).

The implementation results of the methods at Brest and Saint Nazaire appear fully consistent with the conclusions 
previously drawn (Figure 7). The adjusted credibility intervals with the proposed method are very similar to those 
obtained with method 2, even if they are slightly larger. This is particularly striking for Brest where the historical 
sea levels do not represent the events with the largest skew surges. This confirms the consistency between the 
observations and the calibrated statistical model: GP distribution for the skew surges and independence between 
skew surges and astronomical high tides.

Site

Average width of posterior credibility interval for x100

Method 1 Method 2 Method 3 Method 4

Brest 1.15 0.48 0.55 0.95

Dunkerque 6.05 1.10 1.31 1.05

La Rochelle 10.48 1.47 1.60 2.56

Saint Nazaire 1.37 0.46 0.67 0.52

Table 5 
Average Width of the Posterior Credibility Interval for the 100-Year 
Quantile With the Bayesian Monte Carlo Markov Chain Procedure for 
Methods 1, 2, 3, and 4
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The inclusion of the historical information appears to have contrasted impacts between the case studies. For 
Brest and La Rochelle, the posterior credibility intervals accounting for the historical information are signifi-
cantly reduced and totally coherent with the intervals based on the sole systematic data sets (Figure 7). This is 
the expected result, which reveals an overall good consistency between (a) the systematic observations, (b) the 
historical data sets, and (c) the calibrated statistical model. In the case of Saint Nazaire, the historical data do 
not help to reduce the estimation credibility intervals, but lead to a modification of the calibrated statistical skew 

Figure 6.  Uniformity test for the credibility intervals computed with the Bayesian Monte Carlo Markov Chain procedure for methods 1, 2, 3, and 4.
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surge distribution. Note that this modification remains consistent with the systematic sample the observations are 
contained in the revised posterior credibility intervals. This result may be explained by the peculiarities of the 
short systematic sample available at Saint Nazaire, which does not contain large skew surges - skew surges greater 
than 1 m (Figure 7). Since the estimated uncertainties (i.e., widths of the posterior credibility intervals) are also 
related to the estimated variability of the skew surge distribution and especially to the magnitude of the parameter 

𝐴𝐴 𝜉𝜉 , the inclusion of the historical information at Saint Nazaire, leading to an increased 𝐴𝐴 𝜉𝜉 estimated values, does 
not result in a reduction of the inference estimation uncertainties. The case of Dunkerque is completely different: 
even if the length of the historical period is considered, the historical record levels and corresponding skew surges 
appear strongly inconsistent with the systematic data set. This inconsistency, revealed by the inference trials 
presented herein, remains to be explained.

Figure 7.  Ninety percentage posterior skew surge credibility intervals based on the systematic data (gray) and on the historic data with the proposed method (red) and 
in the ideal case (black). The empirical return periods of the historical records at Dunkerque and La Rochelle were corrected (reduced) according to the skew surge 
estimated sampling rates (see Table 4).
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As a conclusion, a final inference test was conducted to confirm the robustness of the proposed approach, even 
in cases where limited information about historical record sea levels is available and to verify if the conclusions 
drawn by Payrastre et al. (2011) based on historical river record discharges are also valid for historical record 
sea levels. For the considered case studies, the historical threshold ηH was selected such as there is no remaining 
documented record level exceeding the threshold (i.e., hZ = 0, case 3* in Table S2 in Supporting Information S1). 
The resulting credibility intervals appear to be only moderately affected by this simplification of the historical 
information if compared to case 3. Even the knowledge that a given sea level has not been exceeded over a consid-
ered historical period (i.e., a given coastal defense structure has never been over-topped for instance) is a valuable 
information, that can be efficiently processed with the new inference procedure presented herein. This opens new 
perspectives in coastal risk assessments.

5.  Conclusions
A new statistical inference procedure is proposed and evaluated to properly integrate historical sea levels in 
coastal risk assessment studies. This procedure enables the combined analysis of data sets of different nature: 
skew surges for the recent period and sea levels for the historical period. It overcomes a major limitation in the 
previously proposed methods to include historical information in sea level frequency analyses. The key idea of 
this new method consists in replacing, in the likelihood formulation, the analytic expression of the probability 
density or cumulative distribution functions related to the historical sea level observations, by their numerical 
approximations (see Appendix A). The related R source codes as well as the data files corresponding to the 
test cases are available at: https://doi.org/10.5281/zenodo.6260203. Based on the results presented herein, some 
major conclusions can be drawn.

1.	 �The suggested numerical scheme for the estimation of the historical sea level likelihood as well as its incor-
poration in the statistical inference procedure are effective and reliable. This is particularly well illustrated by 
the comparison with the results of the “ideal” method (method 2).

2.	 �Unlike the previously published approaches which appear to be biased, the proposed method allows for accu-
rate and reliable estimates of the maximum likelihood quantiles, as well as of their posterior distributions in a 
Bayesian MCMC inference framework.

3.	 �The proposed method is almost as accurate as the ideal method - method based on a perfect knowledge of 
the historical skew surges - even in places exhibiting high tide/surge ratios. This is valid if the hypotheses 
on which the calibrated statistical model is based, especially the independence between high tides and skew 
surge, are reasonably consistent with the observations. It seems to be the case at Brest.

4.	 �This last conclusion may appear surprising, since the data set used in the “ideal” method contains apparently 
much more information on skew surges, but it is consistent with the conclusions of previous studies dealing 
with statistical inferences based on historical records (Payrastre et al., 2011). It seems that the length of the 
documented historical period is more decisive than the number or the accuracy of the documented record 
events.

The proposed approach could be further improved in several ways. First, even if moderate, some estimation biases 
remain present: overestimated credibility intervals in cases with large tide/surge ratios and overestimations in the 
case of binomial censored historical samples with no exceedance. It would be satisfying if the origin of these 
biases were understood and if they could be corrected. Moreover, the possible dependence between high tides 
and skew surges, as well as some seasonal features may be considered in the inference procedure, to increase its 
pertinence and application range. In fact, the largest skew surges often occur during winter storms while high 
tides are observed around the equinoxes (Tomasin & Pirazzoli, 2008).

The method could also be implemented on a larger number of case studies and results should be compared to 
those of previous assessments. The possible implementation of the method on samples with no documented 
record sea level exceeding the threshold seems to lead to satisfactory results (see the concluding paragraph of 
Section 4). This opens new perspectives, especially at sites where little or no historical records are available. 
Indeed, any coastal structure with known altitude that has not been submerged during a considered historical 
period, may provide valuable information for the statistical inference.

https://doi.org/10.5281/zenodo.6260203
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Finally, the method was developed for the analysis of coastal sea levels, but the same principles could certainly 
be adapted for the statistical analysis of other geophysical variables.

Appendix A:  Estimation of  and 
The maximum sea level Z is the sum of a skew surge X and an astronomical high tide Y. Both components are 
supposed to be independents (see Section Appendix C). Hence,

ℙ(𝑍𝑍 𝑍 𝑍𝑍) =
∫

max(𝑌𝑌 )

min(𝑌𝑌 )

𝑞𝑞(𝑦𝑦)ℙ(𝑋𝑋 𝑋𝑋𝑋  − 𝑦𝑦) 𝑑𝑑𝑑𝑑� (A1)

where q(y) is the probability density function of Y, min(Y) and max(Y) represent the lowest and the highest astro-
nomical high tide, respectively. The skew surge X may either be smaller or larger than the systematic threshold 
u. Therefore,

𝐺̃𝐺𝜃𝜃(𝑧𝑧) = ℙ(𝑍𝑍 𝑍 𝑍𝑍) = ℙ(𝑋𝑋 ≤ 𝑢𝑢)ℙ𝑋𝑋≤𝑢𝑢(𝑍𝑍 𝑍 𝑍𝑍) + [1 − ℙ(𝑋𝑋 ≤ 𝑢𝑢)]ℙ𝑋𝑋𝑋𝑋𝑋(𝑍𝑍 𝑍 𝑍𝑍)� (A2)

Considering that 𝐴𝐴 ℙ𝑋𝑋𝑋𝑋𝑋(𝑋𝑋 𝑋 𝑋𝑋) = 𝐹𝐹𝜃𝜃(𝑥𝑥) and 𝐴𝐴 ℙ(𝑋𝑋 𝑋 𝑋𝑋) = 𝜆̂𝜆∕706 and combining Equation (A1) and A2 leads to:

�̃�(�) =
(

1 − �̂
706

)

∫ max(� )
min(� ) �(�)ℙ�≤�(� < � − �) ��

+ �̂
706

∫ max(� )
min(� ) �(�)��(� − �) ��

� (A3)

The two terms q(y) and 𝐴𝐴 ℙ𝑋𝑋≤𝑢𝑢(𝑋𝑋 𝑋 𝑋𝑋 − 𝑦𝑦) can be estimated based on the observed systematic data set, prior to the 
implementation of the statistical inference procedure. The distribution of astronomical high tides is defined by 
the analysis of the predicted high tide values over a saros cycle (18, 6 years). To enable the numeric computation 
of Equation (A3), the range of possible values for Y is split into nT intervals 𝐴𝐴 𝐴𝐴𝑘𝑘={1,…,𝑛𝑛𝑇𝑇 } of 0.01 m width. The 
vector of length nT including the probability values ℙ(� ∈ ��) is computed and the integrals in Equation (A3) are 
approximated by finite sums, leading to:

�̃�(�) ≈
(

1 − �̂
706

) ��
∑

�=1
ℙ(� ∈ ��) ℙ�≤�(� < � − Med(��))

+ �̂
706

��
∑

�=1
ℙ(� ∈ ��) �� (� − Med(��))

� (A4)

where Med(Yk) represents the median high tide value for interval k.

The term ℙ�≤�(� < � − Med (��)) is estimated based on the empirical distribution of the measured sample of 
ordinary skew surges (i.e., skew surges lower than the threshold u). It is simply equal to the ratio of the number 
of observed ordinary skew surges lower than (z − Med(Yk)) to the total number of observed skew surges lower 
than u. Finally, an approximate value of the sea level z probability density function 𝐴𝐴 𝐴𝐴𝐴𝜃𝜃(𝑧𝑧) is deduced from the 
cumulative density function 𝐴𝐴 𝐺̃𝐺𝜃𝜃(𝑧𝑧) :

𝑔̃𝑔𝜃𝜃(𝑧𝑧) ≈

[
𝐺̃𝐺𝜃𝜃(𝑧𝑧 + ℎ) − 𝐺̃𝐺𝜃𝜃(𝑧𝑧)

ℎ

]
� (A5)

For the computations, h is set equal to 0.01z.
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Appendix B:  Available Historical Information

Date 1856 1877 1882 1888 1899 1913 1928 1936 1939 1940

Sea levels (m) 8.03 8.05 8.03 8.14 8.04 8.02 8.10 8.10 8.07 8.05

Skew surges (m) (0.44) 0.91 (0.33) 0.72 (0.37) 0.69 (0.48) (0.38) (0.48) (0.32)

Note. In parenthesis, Skew surges not exceeding u.

Table B1 
Historical Information at Brest

Date 1720 1763 1767 1807 1808 1846 1846 1953

Sea levels (m) 7.68 7.60 7.76 7.60 8.10 7.96 7.86 7.90

Skew surges (m) 1.68 1.94 1.71 1.40 2.20 1.95 2.25 2.17

Table B2 
Historical Information at Dunkerque

Date 1866 1872 1890 1895 1924 1940

Sea levels (m) (5.70) (6.34) 7.30 7.15 7.15 7.40

Skew surges (m) 1.15 1.00 1.02 0.75 1.09 1.60

Note. In parenthesis, sea levels not exceeding ηH.

Table B3 
Historical Information at La Rochelle

Date 1864 1877 1894 1937 1940

Sea levels (m) 7.16 7.24 7.09 7.16 7.12

Skew surges (m) 0.90 1.25 1.35 0.82 1.41

Table B4 
Historical Information at Saint Nazaire

Appendix C:  Settings of the Monte Carlo Runs
The independence between skew surges and astronomical high tides has to be verified to consider the sea levels 
as the sum of both components randomly sampled independently. To evaluate the interactions between astro-
nomical high tides and skew surges, Williams et al. (2016) proposed to (a) visually analyze the scatter plot of 
observed astronomical high tides versus the corresponding skew surges (Figure C1), and (b) conduct a Kendall 
test (Table C1, the test is conducted on the largest skew surge values that are of particular interest here). Both 
indicate that there is no obvious correlation between astronomical high tides and skew surges. Especially, the 
skew surges exceeding u, correspond to diverse levels of high tides.
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Figure C1.  Scatter plot of the high tide/skew surge samples. For Brest and Saint Nazaire, the red points represent the historical sample used in method 2 (ideal case), 
the blue points represent the historical sample used in method 3 (proposed method) and the purple points represent the observations common to both historical samples.

Site τ p-value

Brest −0.023 0.257

Dunkerque −0.009 0.806

La Rochelle −0.021 0.628

Saint Nazaire −0.45 0.65

Table C1 
Kendall's τ and p-Value (5%) for the Top 1% Skew Surges
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It is worth noting that the sample of historical events valuated in method three is a sub-set of the sample of events 
used in method 2 at Saint Nazaire. It furthermore includes three of the 4 largest observed skew surge events. At 
Brest, a station with a large tide/surge ratio, the samples used for the implementation of the two methods are 
almost totally different: they have only two events in common including only one of the largest observed skew 
surges.

The empirical distributions of astronomical high tides for the four case studies are shown in Figure C2. The 
number nT intervals used to describe these distributions in the numerical implementation (see Appendix  A) 
depends on the range of high tide values at each station: 4.70–7.86 m at Brest (317 intervals), 4.14–6.49 m at 
Dunkerque (237 intervals), 4.26–6.71 m at La Rochelle (247 intervals), and 4.00–6.46 m at Saint Nazaire (247 
intervals).

Nomenclature
hx	 length of Xhist, hx ≤ hz
hz	 length of Zhist
n	 length of Xsys
u	 threshold value for Xsys, u ≥ min(Xsys) (m)
uH	 threshold value for Xsys, uH ≥ min(Xhist) and uH ≥ u (m)
wH	 historical duration (years)
wS	 systematic duration (years)
Xhist	 corresponding skew surges of Zhist and exceeding uH
Xsys	 POT sample of systematic skew surges
Zhist	 historical record sea levels
ηH	 threshold value for Zhist, ηH ≥ min(Zhist) (m)
λ	 intensity of Poisson process, λ > 0
σ	 scale parameter of the GP distribution, σ > 0
ξ	 shape parameter of the GP distribution, 𝐴𝐴 𝐴𝐴 ∈ ℝ

θ	 parameters to estimate, θ = (σ, ξ, λ)

Data Availability Statement
Data available at: https://doi.org/10.5281/zenodo.6260203.
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